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1. Introduction 

PONTRJAGIN's Maximum Principle is becoming a standard tool ot economic 

analysis. The purpose of this paper is to provide the student with a rather 

simple proot of a special version which is almost exclusively used in 
dealing with economic problemsl ). 

2. The Problem 

• ~i<:._e::.o:e oy .. -:he ':=uk.lidean k - space. The vector xC't) c in denotes the 

s:a:e ot the considered economic system at time 't • We are interested in 

t~e ievelopzen: of ~he system during the time interval [tottl J c i . The 

~~~5e iCt) 0: ~~e state at any point of time. c [to,tlJ is subject to 

;he constraint x(t) & U where U is a closed subset ot .n. Furthermore we 

~e~~ire the time paths iC-) to be piecewise continuou~ functions of • 
2) 

~~e tiae path xC·) is determined by the control iC.) together with the 

~::.-.~al coni~:ion x(t ) =x • The problem is to choose an a4aissible 
o 0 

:o::.:~ol suc~ :~at the integral 

tl 
J fixCt).xC.),.} d. 

t o 
- ..,,, ft' f· i> 2n+l --0>.. i> t b t . 1~s max1m~ze~. fte assume the unc ~on -. ~.. 0 e con ~nuous y 

::erentiatle. ~ore formally, Cl) ia to be maximized subject to 

x, : ;;:: x xc.) c U for all. c [to,tllo 

_xa=~~e. ~n::~?ret x as the capital stock and x as net investment in the 

,:;:,o:::omy. If 'P,x,x} is the maximum consumption obtainable for given capital 

5::::' x and 5iven i •. -"tmant x, the integral over fp,.-: ,,,,xC'),.} = 
-c. ) " )- ..:"1'- X ( ,.. x' "" }:: • "Y ;. .. J \ .. gives the u~scounted sum of c!"' .... .:::mmptlon for a rate of 

-·::.'U:::: 0. 

-I :ie :oll:~ing h:lS been presented in M course on the theory of invest
=ent held a: the University of Regensburg in winter 1970/71• 

.:;; / ? or.:nally : 
xC • ) = {(., i:) Ito< • ~ tl ' i::: xC·r:) } 

""'" 


http:fixCt).xC
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3. The Derivation of the Ma«i.um Principle 

Now we intend to derive a necessary condition which must be satisfied if 

the integral (1) has assumed its maximum value. As will turn out in 

practical applications, this condition (the Maximum Principle) is often 

sufficient to determine the solution of the maximization problem if one knows 

from other reasons that there exists a solution at all. 

Let xC·) be a solution of the maximization problem. Since we have 

t 
(3) x(t) = Xo + J xC-r)dt 

t o 

the time path xC·) remains unchanged if xC.) is replaced by a control x'(.) 
which differs from xC.) at a finite number of points of time, and the 

integral (1) remains unchanged, too. This consideration leads us to the 

following conclusions: 

1•.iithout loss of generality we can assume that the right hand limit 

lim x(~) exists for all ~ c [t ttl]. 
tlt 0 

2. Any adaiaeible control x'(.) which differs from xC.) only at a finite 

number of points of time is a solution of the maximization problem, too. 

Now we start the main argument. We replace the controlx(.) by an admissible 

,':"~ol y(.) and use the fact that the value of the integral cannot be 

increased b this procedure. Eore formally: We choose a number, a.:> 0, 

a t)oint of ti:>; " £: [t0' tl-a.] and an u c U and define the control y(.) by 

y( .. ) = xC,;) for 1: £ [to' t)u (t+a., t l )(4) 
y(-r) ::: u for 1: c [t,t+a.] 

'-:':nis control givea rbe to a corre:.sponding deve1opmen+. of the state y( t) of 

~~~ system, since y(t) = x from admissibility:
o 0 

Y('d = x(-d for 1:C [t ,t)
0 

(5) y(-d = x(t) + (1:-t).u for t£ [t,t+a.) 

t+a. 

y(-" = x(t) + J {u - x(a )} dO' for t £ [t+a., t ]
l 

t 

" ~ ~ - -~~~--- --- -- 
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Since x(.) is optimal and y(') is admissible for any u C li, we have 

tl 	 1)1(6) 	 max [ J f(yh),Y(·.),-r} d't' ./ 
tl 

f{x(-r), x(·t} , 't} d-r :s. 0 
u cUt 

"0o 

Inserting (5) in (6) and dividing by a yields 
t t+n 

(7) max ~ [ J f{x(T),x«),<) d< + Jf(x(t)+«-t)u,u,<) d< + 
ueU 

t 	 t 
o 

ttl 
I' 	 t+Q; 

+ 	 J f {x(-r)+[{u-x(a)} def, x(-r), 1;} d.. -' [f(Xh).X(,),<)d' <0 

tt+Q; 	 o 

:;:~is holds for all t c [t , t. -a.] and reduces to 
o 	 .1. 

t+a 

(8) 	 max [ ~ f f(x(tl+«-t)u,u.<)d< + 
u eU t 

t+a 
+ f{x('d+/ u-x(a)}da,x(,.·),-r}d-r 	 oJf(x(,),i(.),<)d< }] < 

t~Lt 	
tl 

for all 	 t ~ [to,tl-a] 

~or continuity reasons the inequality (8) remains true in the limit for 

..:.. ~ l.. • In "rder to take ti:'ls limitive apply L'HOSPITAL's Rule anti find2 ) 

~ 	 t+a. 
( .~ 

~ . max ~.d': f{x(t)+CLu.ud+Q;} f{x(t+o.)+/{u-x(a)}da,x(tH.l),t+(.l;} + 
U - " a. 1t) l tIi,. •• 

,. 

:-..~ t+(.l; 	 '1 
+ j fxtx(-r)+/{u-x(a)}da,u,'t}d't.{u-xCt+aJ), < D 

t 	 , 
~+a 	 ~ 

far all 	 t £ [to ,t]> , 

~I 	 ~ne ~axi~um exists since U is closed and f is continuous. 

2, 	.sef: e.::;_ ':1 • •:JOIN, ?rinciples of j;athematical Analysis, second edition, 
.;e:~l York 19:)'+t p. 94 
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where f 	 denotes the vector of the partial derivatives of f with respect
x 


:0 its first n arguments. (The last term in the square brackets denotes the 


:':::::..:::e~ nroduct of the vectors J f d. and (u-x).)-	 x 

'::' reduces to 

tl 
':::'0 ) max [ f {x( t ) • u, t} + u· J f x {x( '[ ) , xCd • '[} d'''[ ] ~ 

ucu 	 t 

tl 

< f{x(t),x(t)tt} + x(t). J f {x(-r)tx('[),'t} d'[ 
t x 

for all t c [to' t l ) 

There is only one additional step to be taken to obtain the Maximum Principle. 

We have to recall from the discussion of page 2 that any control which 

differs from x(.) in at most a finite number of points of time, is an 

optimal control too. This implies that it is neeessar7 for an optimal 

control that the inequality (10) is satisfied for almost all t c I~o,tl]' 

i.e. for all t exept at most a finite nutaer' ef pOints of tiaa. FurtherRore 

we note that the inequality sign in (10) can be replaced by strict equality 

since x(t) c U. Thus we conclude: 

Theorem. Let f be a continuously differentiable function. A necessary 

~nndition ~ha~ the integral (1) is maximized by a piecewise contin~ous 

cO::~::'ol x(.) satisfying xed c U for all. c [to,t11 is that 

tl 	 tl 
(11) 	 max [ f { x, u, t} + u· I f {x t x, '[ } d'[ J = f{x,x,t} + :i:o J f {xtx,,;}d,; 

ucU t x t x 

holds 	for al~ost all points 01 time. 

We remark that the proof and hence the theorem remains true for tl = co • 
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4. Remark 

Although the above formulation of the Maximum Principle is most 

suitable ~ith regard to the analysis of the given problem, 

it can be foroulated equivalently in the following way_ 

Jefine 

tl •
(12 ) ~(t) = I f {x,x,~}d~ 

t x 

From (12) follows the equivalent definition of ~(.) by the system of 

differential equations 

(13) ~ 
. 

= - f (x,x,t) for almost all tc tt0' t l ]x 

together with the requirement of continuity a.nd the boundary conditions 

(14) ~(tl) = 0 

Now thl principle can be given the following formulation. 

Theorem. 	Let f be a continuously differentiable function. A necessary 

~ndition that the integral (1) is maximized by a piecewise continuous 

control xC.) satisfying x(~) c U for all ~ c [to,tll is the existence of 

~ continuous vector of functions ~(t) satisfying (13) and (14) such that 

(15) 	 maX ( f(x,u,t) + u.~(t) } ~ f(x,x,t) + x.~(t) 
ueU 

is satisfied for almost all t c (toftl].l) 

'l'his is the formulation as given by 'l'heorcm ? in L.S.PON'l'RJAGIN et ale t 
Mathematische Theorie optimaler Prozesse, MUnchen 196?,and applied to 
our problem. 


