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A Seasonal Adjustment Principle and a Seasonal
Adjustment Method Derived From This Principle

EKKEHART SCHLICHT*

The decomposition of a given time series into trend, sea- 7

sonal component, and irregular component is formulated
as a minimization problem. The trend is chosen such that
it is as smooth as possible; the seasonal component is
chosen such that it exhibits a seasonal pattern as stable
as possible; and the trend and seasonal components are
jointly chosen such that the given time series is explained
as well as possible by these two components; that is, the
irregular component is minimized.

KEY WORDS: Seasonal adjustment; Time series;
Smoothing; Splines

1. INTRODUCTION

The problem of decomposing a given time series into
trend, seasonal, and irregular components can be tackled
in various ways (see Zellner 1978). Basically, there are
two alternatives available. One can start from a statistical
model that is supposed to have generated the time series
and proceed to estimate the coefficients of the model.
Alternatively, one can proceed in a purely descriptive
fashion, smoothing out irregularities and distilling regular
patterns through some averaging process.

The second, or descriptive, alternative will be pursued
here. My preference for this approach rests on the ob-
servation that seasonal adjustment often serves the pur-
pose of producing adjusted time series, which are then
to be explained in terms of economic theory."If the ad-
justment method presupposes a statistical model, the
economic model has to harmonize with the statistical
model and this involves severe a priori restrictions.

The descriptive approach, on the other hand, ought to
be transparent in the sense that the relationship between
the original time series and the adjusted one can be easily
understood. Otherwise, it is very difficult to assess the
proper significance of the regularities detected in the ad-
justed time series. The aim of this article is to develop
a transparent adjustment method.

* Ekkehart Schlicht is Professor, Department of Economics, Darm-
stadt Institute of Technology, Schloss, D-6100 Darmstadt, West Ger-
many. This article was written while the author was a guest at the
Sonderforschungsbergich 21 der Deutschen Forschungsgemeinschaft at
the University of Bonn and held a scholarship of the Deutsche For-
schungsgemeinschaft. The author thanks M. Deistler for many helpful
conversations and is grateful to W. Oberhofer and H. Hollander for the
opportunity to discuss some points of the proof with them. Some steps

of the proof given in this article were suggested by them. The author _

also thanks anonymous referees as well as the editor for very helpful
suggestions, Computations and computer programming were conducted
by G. Nagel 11, following an idea of L. Elsner. This research was
financed by the University of Bielefeld.

There is a view—taken by De Vos and Wallis (oral
communication)—stressing a duality rather than a di-
chotomy between the descriptive and the model-based
approaches, a duality in the sense that for any particular
adjustment method one can either invent a model leading
to it or, alternatively, devise descriptive criteria implying
this method. Still, transparency might very probably be
on the side of the descriptive approach.

The sé€ond section of this article introduces the sea-
sonal adjustment principle, as I call it. In the third section
a seasonal adjustment method is derived by this principle,
thus illustrating its meaning. Some remarks and com-
ments follow in the fourth section.

2. THE SEASONAL ADJUSTMENT PRINCIPLE

The problem is to decompose a given time series
{x}t=12...rintoatrend {y,},-, 2.....r, a seasonal compon-
ent {Z/}r=1.2....r, and an irregular component {u;},~12,....7
such that ! '

x;=y|'+7.1+u; forallt:l,Z,...,T, ”)‘

or for short,
(2)

where x, y, z, and « are T X 1 vectors with consecutively
ordered components (i.e., x' = (x;, X2, . . . , x7), etc.).

As for the shape of the trend and seasonal components,
there are certain intuitive requirements implicit in the
notions of trend and seasonal components.

x=y+2z+u,

1. The sum of trend y and seasonal component z
should approximate the time series x as well as possible;
that is, the irregular component u = x — y — zis to be
kept as small as feasible.

Let the function 4 : R” — R be a measure of the size
of u (e.g., h(t) = u'u, the sum of squares that we will
actually employ later on; but it is not necessary to choose
a norm or even a positive definite function). This first
requirement translates into keeping A(x — y — z) as small
as possible,

2. The trend y is required to be a smooth curve de-
picting the long-run shape of x.

Let the function f : RT— R be an (arbitrary) measure
of curvature. The requirement of a smooth trend amounts
to keeping f(y) as small as possible.
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3. The seasonal component is required to exhibit a

seasonal pattern that is as stable as possible. In addition,
the seasonal components have to average to Zero over
the length of one season.

Introduce, again, a function g : R” — R as a measure

of the instability of the seasonal pattern and the deviation -

from an average of zero. Then the requirement of a reg-
ular seasonal component means that g(z) is to be kept as
small as possible.

The seasonal adjustment principle combines these
three requirements. Given

1. A measure of curvature of the trend f: R"— R,

2. A measure of instability of the seasonal component
g2:RT> R,

3. A measure of the size of the irregular component
h:RT—> R,

the trend y = y(x) and the seasonal compbnént z = z2(x)
are given by the solution of the following minimization
problem:

f(y) + g(2)
+ h(x — y — z) with respect to y and z.

minimize V(y, z | x) =
3)

Thus the seasonal adjustment principle is a formali-
zation of the intuitive requirement that the time series is
to be decomposed into a smooth component (called trend)
and a regular component (called seasonal component)
such that the sum of these components explains the orig-
inal time series as well as possible.

‘3. A SEASONAL ADJUSTMENT METHOD

In this section the seasonal adjustment principle just
explained will be used to derive a specific seasonal ad-
justment method. This will be done by choosing particular
functions f, g, and A.

The measure of curvature is taken as

T
fi=a 2 {3 — y:1)

t=3

(y: 1= Yi- 2)} a>0, 4)

where the term {. . } denotes the change of direction of
the trend. These changes are squared and summed.
The measure of instability is taken as

g@) =B 2 {z, ~ z._,}

B t=g+1
' 2
+Y'2{EZI—T}sB§0!‘Y>0¢
t=s Lr=0 .

where s is a natural number larger than one and smaller
than 7, which denotes the length of the season (e.g., s
= 12 in the case of monthly data). The first term in (5)
measures the stability of the seasonal component over
time. The second term is a measure of the deviation of
the seasonal pattern from an average of zero.

5)
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The measure of the size of the wregular component is
the sum of squares
T . )
hx —y —2:i= 2 {x— ¥ — o) (6)
=1
Once these functions have been spcciﬁed, the seasonal
adjustment principle can be applied and the following
result is obtained.

Theorem: Given the specifications (4), (5), and (6), the
minimization problem (3) has a unique solution y{x), z(x).
Thus the seasonal adjustment principle yields in this case
a unique decomposition of the given time series x into
trend Y, seasonal component z, and irregular component

=x—-y -2z

Trend y and seasonal component z are uniquely defined
by the equation

Y\ _ (x -
#() - (3) Y
“where )
' oP'P + 1 I '
H:= ( I BQ'O+ YRR+ .') ®)

of order 2T} x (27), where I denotes the T x T identity
matrix, and

1,-2, 1,0,. . . 0
0, 1,-2,1, 0, ‘
Pi= \\\\\0 ©
0,. . . 01 -2,1
of order (T — 2) x T,
_ column s + 1
i)
l, 0, 0, _l’ 0!
0. l, y o+ e 0’ '—1,0,
0:= \\\ . “0
s s L, U, . 0,_
of order (T — s) X T, and
column s
l
.1, 0—‘—‘“0
\\\ \\} (n

0—0,1

oforder(7T — s + 1) x T.

- Proof: Expression (3) can be written as
V“_— uy‘PPy + B2'Q'Qz + y2'R'Rz
+(x—y—z)(x~y-z)
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Upon differentiation one gets
1 av x
oy # () ()
()
P

%TVT=H.

(13)

(14)

ad
Z

H is nonnegative definite because
H=GG
where
G e (\/&P V121, 0, \fl?i—l) 16)
0, V1721, VBQO',VYR', Vi1

with zero-matrices 0 of appropriate order. Putting the

first derivatives (13) to zero gives the necessary condition
(7) for a minimum, which is also sufficient since H is
nonnegative definite. If H is nonsingular, V is a strictly
convex function with a unique minimum. The nonsin-
gularity of H remains to be proved.

Since H = G'G, it follows that

no (P 0,1
r(G)%r(O'R,'I)

- r_ <Pf’ —R', 0'
= 0, R',I

r(H)

] (17)
P,R',0
i 0,1
R
= r(P) +TZr M)+ T
R . R
where M is a submatrix of ( P)
[A'B
M=|-—4-
ClD}‘ N
/ column s \
- i)
, 1,1 00— 0
0, 1,' 1,0,— 0
]’ _2! I 1y 0, 0
0! ) 2, l! 0!
= 0,' 1, -2,1,0,
\ l \\_'\
! I
\0! 01 07 0, 1, _2,

It will be proved that M is nonsingular. Because M is
of order T x T, this implies {H) = 27, that is, nonsin-
gularity of H. Since det D = 1, det M = det D-det(A
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— BD-C), and
1, 0; 0
/ 2, 1,0,
3, 2,1,0,
D' = \ (19)
\ 0
\T -2 3,2,
“one find:
) det M = det(A — BD C) = s (20)

which is positive.

The actual solutions to the normal equations (7) can be
obtained by means of a computer program that has been
developed by Nagel (1980). The program (available on
request) yields a direct (i.e., noniterative) solution and
is very fast and accurate.

‘4. THE CHOICE OF THE PARAMETERS

Two examples of how the method works are given here.
There remains much freedom of course concerning the
choice of weights «, B, and v. Although this choice can
be viewed as an ad hoc procedure, its implications are
quite obvious: Increasing a will smooth the trend, and
increasing B and v will increase the stability of the sea-
sonal pattern. Of course, this can be achieved only at the
cost of increasing the size of the irregular component.

Alternatively, the choice of the parameters can be
viewed not as an ad hoc procedure but, again, as an

~ optimization problem: The parameters could be chosen,

for example, such that the irregular component exhibits
only a weak seasonal pattern. A more interesting prin-
ciple is to minimize the ex post prediction errors during
the last few years by a suitable choice of the weights. By
ex post prediction error I mean the following: denote by
x' the vector of observations up to period r < T, and carry
through the seasonal adjustment of the time series x’ for
a given choice of weights. This will yield a seasonal com-
ponent z,(, B, v, 7). Using the full time series leads to

18) a seasonal component z,(a, B, vy, T). The difference be-

tween these two seasonal components is the ex post pre-
diction error. A similar calculation can be performed with
respect to the trend component, and one can try to min-
imize the relative size of these ex post prediction errors
(Nagel 1980, p. 15).

It is quite clear that the appropriate choice of param-
eters will depend on the shape of the time series. If the
seasonal pattern is rigid over the whole period of obser-
vation, a very high a and y would be appropriate. But
this is not the case in the given example where the original
time series exhibits a significantly varying seasonal pat-
tern and therefore requires lower values of « and . Since



Schlicht: Seasonal Adjustment

YALUES OF DATA IN 100030

VALUES OF DATR IN 100000

YALUES OF DATA IN 100000

VALUES OF DATA IN 100000

YALUES OF DOTR [N 10000

YALUES OF DATR IN 10000

MONTHLY GERMAN UNEMPLOYMENT

CBLPHAi = 1000.000 BETA = 1000.000 GAMMA:=  1000.000
e DRIGINRL SERIES mg 175 TREND o ' o _ "
184 ]
140 ]
96
52
° T T T T T
1850 I’El 1'52 195! 1954 1155 l“s 1'5? l'sl 1‘5! \‘Dﬂ 1961 lBBZ 195» iBEt 1965 I.SBE 1867 1968 1959 1970 187) 15’2 l‘?‘ IIJ‘ l!ﬂ il?! J"T'l lﬁ?.
, _SEASONRL COMPONENT ‘ TINERXIS
L
‘7 ' ; ' ‘ d i L ! : .
1 -\ .. 15 L -
]
-‘—UU\}UU\)UU\}\NU\NU\NU\NUUU\NUUUU
2
195 1951 195 yess I3ss 1955 1656 1657 jave iese heso emr isz iser is6e 1965 iwes lses |eee yses ml T 1m um :m o e em m's
1AREGULAR COMPONENT ”"E“'s
1. ) ¥
5
2
Codn h _

N WawaWa AN A AN Vs DO
\I\]‘\IUU\JU""‘VVU vv\/\"vvvuvvw v
-7

1950 Twsr. 1952 195! lm 1!55 lsss I’ST IH! J!Sﬂ 1180 lﬂl l!BZ 1932 lEB‘ II.‘S' lm' l“’f lm ‘IIII 1970 :l!'ll 1972 lﬂ'l! ll!i ll'ls I.IB i1"" 1878 ’
. S . Fi , TIMEAXIS
'MONTHLY GERMAN UNEMPLOYMENT lgure
ALPHA:=  1000.000 BETA«= 1,000 GAMMA:=  1.000
‘ ORIGINAL SERIES mln 1TS TREND
220
184
140 ]
.
52
® T T T T T T T T T T T - T T T T T T T
1850 . 1981 1852 1953 1954 1855 18856 1557 1958 1959 1660 1961 1962 1963 1966 1965 19EG 1967 1968 1969 1870 1971 1972 1973 19%¢ 1875 1978 1977 1978
o _SERSONAL COMPONENT LINEAXIS
[ISG i.BSI 1052 ll53 I'SG IISS IIEB Il51 lO’SI I!ﬁﬂ IIBO iﬂll l’u lal’ 198‘ ues IGEB I“? INB lﬂl' l"ll Il’l 1!7! l..?! I"u ll‘TE l!’li 1’11 l’?l
. _IRMEGULAM LOWPONENT TINERX1S
3
X M A
[ ' o
0 l\\ [\\]'AA flk‘(ﬂ T -f\ /\ /'\-A/'\ /\ Py [\Ji\ wﬁvf-?/'\ (\T\ oo
ﬁ._\/ w \Avu\w"\f AV AR S
-2 B i .
=) :

[ | X T i T T [} T T
1950 1851 1867 1863 uss ;ass wss ‘km hﬁ‘ 1958 lm 1861 1962 1863 TO&L mos mse I'lsJ 1968 1989 |m 1971 lm |l1s u‘u 'WB {m l-m \m

F'gure 2 l'lnf.ﬂ!ls

377



378 Joumal of the American Statistical Association, June 1981

this is so, I consider the freedom to choose the parameters (1976), **Seasonal Adjustment of Unemployment Figures; Cri-

an advantage. teria and Models,” Paper presented at the Econometric Society Eu-
ropean Meeting.
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